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Abstract

The advancement of machine learning (ML), partic-
ularly evident in large-scale models like Large Lan-
guage Models (LLMs), has showcased impressive ca-
pabilities across multiple domains. However, the in-
creased complexity and enhanced capabilities of these
models present new challenges to existing robustness
frameworks. In this tutorial, we aim to delve deeply
into the evolving paradigm of ML robustness for both
large-scale and conventional small models, and offer in-
sights for future research. We will revisit the two pri-
mary types of attacks – test-time adversarial attacks
and training-stage poisoning attacks – and discuss how
the evolution of large-scale models has altered attack
and defense mechanisms, which also impact smaller-
scale models. More importantly, we will summarize the
differences between traditional and novel approaches to
highlight the paradigm shift in ML robustness. We be-
lieve this is an emerging and critical area in ML robust-
ness and it is expected to garner significant attention
from both researchers and practitioners in academia and
industry.

1 TARGET AUDIENCE

The target audience includes researchers, students, and
conference attendants with basic deep learning knowl-
edge. In particular, researchers from the fields related to
AI safety and adversarial machine learning are encour-
aged for further discussion and Q&A in this tutorial.

The audience from the SIAM data mining commu-
nity will be interested in this topic because they mostly
develop new data mining methods based on new ma-
chine learning techniques such as large language models
and multi-modal large language models. Meanwhile, the
robustness of such new types of ML models has not been
systematically studied yet. Our tutorial will provide an
opportunity for the audience to study the robustness
of ML models under the current paradigm shift. Af-

ter attending our tutorial, the participants will obtain
a comprehensive understanding on ML robustness and
will obtain the skill of developing robust and safe data
mining methods based on large-scale machine learning
models.

We believe our tutorial will attract the attendance
of the audience because the data mining community
is enthusiastic about attending tutorial related to AI
safety and adversarial machine learning held in data
mining conferences such as SDM, KDD, and CIKM.

2 TUTORS

Dr. Xi Li (presenter, xli7@uab.edu) is currently an
Assistant Professor in the Department of Computer Sci-
ence at the University of Alabama at Birmingham. She
received her Ph.D. from the Department of Computer
Science and Engineering at Pennsylvania State Univer-
sity. She earned her B.E. from Southeast University
and her M.S. from Pennsylvania State University. Her
research focuses on trustworthy AI and adversarial ma-
chine learning, with a specific emphasis on poisoning
attacks and defenses against deep neural networks. Her
work has contributed to several publications in confer-
ences such as ICCV, AAAI, and ICASSP, as well as
in journals like IEEE Transactions on Knowledge and
Data Engineering (TKDE).
Dr. Ruixiang Tang (presenter, email: ruixi-
ang.tang@rutgers.edu) is an Assistant Professor in
Computer Science at the Rutgers University. He re-
ceived his PhD from the Department of Computer Sci-
ence at the Rice University. Before that, he obtained
his Bachelor of Engineering degree in Automation at
Tsinghua University. His research focus is in the realm
of Trustworthy AI, and specialize in issues related to
safety, privacy, and explainability. Additionally, he col-
laborate closely with health informaticians from Yale,
UTHealth, and Baylor College of Medicine, leveraging
AI to address critical challenges in healthcare. His work
has been published on top venues, including NeurIPS,
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ICLR, KDD, WWW, CIKM, ACL, EMNLP, NACCL,
TKDD and CACM.
Dr. Muchao Ye (presenter, email: muchao-
ye@uiowa.edu) is an Assistant Professor in Computer
Science at the University of Iowa. He received his PhD
from the College of Information Sciences and Technol-
ogy at the Pennsylvania State University in 2024. Be-
fore that, he obtained his Bachelor of Engineering de-
gree in Information Engineering at South China Uni-
versity of Technology. His research interests lie in the
intersection of AI, security, and healthcare, with a focus
on improving AI safety from the perspective of adversar-
ial robustness. His representative works in this direction
include VLAttack [36], VQAttack [37], and ADR [35],
which discuss the vulnerability of the new “pretrain-and-
finetune” machine learning paradigm applied in large-
scale models. His research works have been published
in top venues including NeurIPS, KDD, AAAI, ACL,
and the Web Conference.

3 DESCRIPTIONS OF THE TOPICS TO BE
COVERED

3.1 Introduction (20 mins)
Machine learning (ML) is undergoing a significant
transformation from traditional small-scale models to
large-scale frameworks such as Large Language Models
(LLMs, e.g., GPT series [1], LLaMA [26], Gemini[9]),
large vision models (e.g., ViT[6]), and large multi-modal
models (e.g., CLIP[21] and Stable Diffusion [22]). These
foundation models (FMs) have shown remarkable capa-
bilities across various domains, fundamentally changing
paradigms of data processing and analysis. However,
their complexity and advanced features introduce chal-
lenges to existing robustness frameworks, requiring in-
novative approaches to ensure model reliability and se-
curity. We will begin the tutorial as follows:

• We will briefly introduce the applications of popu-
lar foundation models, highlighting their advance-
ments across several key tasks, including natural
language processing, image recognition and gener-
ation, visual question answering, and image cap-
tioning.

• We will briefly review traditional ML robustness,
focusing on classic attacks and defenses, specifically
adversarial attacks at inference time and poisoning
attacks during the training stage. We will intro-
duce the threat models and assumptions for these
attacks and defenses, using examples to illustrate
each. Detailed discussions on the new paradigm of
ML robustness can be found in Sections 3.2 and 3.3.

3.2 Recent Paradigm Shift in Attacking and
Defending ML in Test Time (30 mins)

Test-Time Attacks. In this section, we will introduce
the recent paradigm shift in attacking ML models. We
will discuss test-time attacks for large-scale ML mod-
els obtained through two popular learning paradigms:
“pretrain-and-finetune” [19, 5] paradigm and test-time
adaptation [29]. First, we will emphasize the treatment
of transferring adversarial examples constructed from
pretrained models to fine-tuned ones if the large-scale
ML models are learned in the fashion of “pretraining-
and-finetuning”. We will highlight a novel type of ML
threat in test time: because of the homogeneity of
structures applied in downstream tasks and the pre-
trained ones, attackers can construct adversarial exam-
ples against the open-sourced pre-trained models and
transfer them directly to the black-box fine-tuned mod-
els. Specifically, we will discuss how attackers can con-
struct transferable adversarial examples by utilizing the
accessibility of open-source pretrained model. We will
take PDCL-Attack [34] and ADR [35] as examples to
illustrate that structure-wise homogeneity leads to a
threat on ML models in uni-modal tasks. Besides,
we will further take representative multi-modal attack
methods including Co-Attack [38], VLAttack [36], and
VQAttack [37] such an idea also works for attacking
multi-modal ones.1 Second, we will discuss the security
threat brought by the use of test-time adaptation [29],
which becomes popular under ML paradigm shift be-
cause it avoids the necessity of collecting new data and
fine-tuning the model. We will take Distribution In-
vading Attack [32] as an example to discuss how mali-
ciously constructed adversarial examples injected in the
test-time adaption will prevent the model from learn-
ing good results from testing data, which will make ML
models misclassify in test time. We will also discuss
gradient-based attacks [4] and on test-time adaptation.
Test-Time Defenses. After discussing the works
above regarding new threats to ML models, we will then
introduce the recently proposed works in text adversar-
ial defense. First, we will discuss techniques [30, 17, 2]
investigating the adversarial robustness specifically for
“pretrain-and-finetune” models like CLIP [20]. We
will detail the specific design of “pretraining” or “fine-
tuning” that can amend the adversarial robustness of
large-scale ML models. We will also discuss meth-
ods [23] using non-transferable learning and gradient
masking to prevent adversarial perturbations from be-
ing transferred during the “pretrain-and-finetune” pro-

1ADR, VLAttack, and VQAttack come directly from the
tutors’ own research.
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cess. Moreover, we will reveal the solutions [18, 8] to
defending against malicious test samples during test-
time adaptation by taking Sotta [8] and Medbn [18] as
instances.

3.3 Rethinking Robustness at the Training
Stage (50 mins)
Training-Time Attacks. We begin with a brief intro-
duction to how FMs enhance the performance of small
models. While FMs offer vast knowledge and versatil-
ity, they have limitations in scenarios requiring fast re-
sponses, limited computation, or data resources. Small
models remain crucial in these contexts and can benefit
from FMs through techniques such as knowledge distil-
lation [10, 33, 31], synthetic data generation [16, 27],
and model compression [3, 40, 15]. This allows small
models to leverage the generality of large-scale models
while adapting to specific downstream tasks.

However, the interaction between FMs and small
models introduces new poisoning attack strategies. The
attacker’s approach evolves significantly due to the
advanced capabilities of FMs. For instance, a backdoor
attack can be triggered in a large language model
(LLM) using a simple natural language prompt [28,
11, 24]. These vulnerabilities can easily transfer to
small models that interact with compromised large-
scale models. Backdoors planted in teacher models
can be passed to student models during knowledge
distillation [7]. Similarly, synthetic data generated
by FMs may carry hidden backdoors from malicious
prompts, compromising small models that rely on the
synthetic dataset [13].

We then specialize the novel backdoor poisoning
attack mechanism in FM-integrated federated learning
(FL) scenarios [13, 14, 12].2 A compromised FM in-
tegrated into FL introduces a new one-access exter-
nal poisoning mechanism, fundamentally different from
classic backdoor attacks against FL. We will detail this
novel poisoning strategy, highlight changes in the threat
model, provide practical attack scenarios, and present
quantitative results demonstrating the effectiveness and
feasibility of this new attack approach.

Finally, we will compare traditional and novel poi-
soning attack strategies, highlighting key differences in
attacker abilities and methods, and summarize the “new
paradigm” of poisoning attacks, along with the limita-
tions of existing defenses.
Training-Time Defenses. In response to these novel
poisoning strategies, training-time defenses must be re-
considered and enhanced to protect against vulnera-

2Works discussed here come directly from the tutors’ own
research.

bilities arising from the interaction between FMs and
small models. Standard training-time defenses, such as
gradient masking, model pruning, and robust training,
were designed for classic backdoor scenarios but may
fall short in FM-enhanced environments.

Recent research has identified various strategies to
defend against backdoor attacks during the training
phase of pre-trained language models (PLMs). One no-
table defense mechanism is Moderate Fitting [39], which
suggests restricting the training dynamics of PLMs to
a moderate-fitting stage to prevent backdoor triggers
from being learned effectively. The approach is based on
the observation that PLMs undergo two distinct learn-
ing phases: an initial stage where they focus on general
features and a subsequent overfitting stage where they
learn minor features, including backdoor triggers. To
prevent the model from entering the overfitting stage,
this defense proposes reducing the model’s capacity,
training epochs, and learning rate, thereby maintaining
the PLM’s focus on benign data while ignoring backdoor
patterns.

Another defense strategy, Honeypot-Based Defense
[25], introduces a novel module called the honeypot
classifier, which traps backdoor triggers using lower-
layer representations of the PLM.3 This module absorbs
the backdoor features early in the training process,
allowing the main task classifier to focus on legitimate
data. By isolating backdoor features, the honeypot
effectively neutralizes the adversary’s ability to embed
malicious behaviors. Experimental results indicate that
the honeypot defense significantly reduces the attack
success rate across various backdoor attacks, including
word-level, syntactic, and style-based attacks, while
maintaining high performance on benign samples.

We will explore how existing training-time defense
frameworks can be extended and propose new defense
mechanisms specifically designed for FM-integrated sys-
tems. Our evaluation will compare the effectiveness of
traditional defenses versus novel strategies, providing a
comprehensive overview of protection techniques in FM-
enhanced models.

3.4 Conclusion and Future Work (20 mins)
In the final section, we will summarize the aforemen-
tioned works and discuss possible future research direc-
tions such as designing attack and defense mechanisms
for large-scale machine learning models applied in real-
world applications such as healthcare and education.
We will also discuss how to provide a comprehensive
evaluation benchmark for evaluating the effects of novel
evasion attacks and poisoning attacks.

3This work comes directly from the tutors’ own research.
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4 Potential Societal Impacts

Since recently developed AI systems such as OpenAI o1
and GPT-4o adopt new learning paradigms for training,
which have attracted great attention from the general
public and their concerns on large-scale models, our
tutorial will let the audience and the general public
understand what the vulnerabilities are for those large-
scale models and how to make them safe and secure.
Our tutorial can provide the audience with a basic
understanding of robustness in recent large-scale AI
models and a direction for developing more reliable AI
systems in the future.

5 Similar Tutorials

The following list includes the previous similar tutorials
and we differentiate ours from them as follows. We
find that there is a lack of data mining tutorials on the
vulnerability of large-scale machine learning robustness
trained with new paradigms.

• “Vulnerabilities of Large Language Models to Ad-
versarial Attacks” at ACL 2024 in Bangkok, Thai-
land. Similarities and differences: This tutorial
provides a comprehensive overview of vulnerabil-
ities in Large Language Models (LLMs) revealed
through adversarial attacks. We will explore poi-
soning attacks on LLMs alongside adversarial at-
tacks, focusing on the new paradigm in machine
learning robustness. We’ll discuss differences be-
tween traditional and novel approaches, with in-
sights to enhance large-scale model robustness.

• “Robustness at Inference: Towards Explainability,
Uncertainty, and Intervenability” at CVPR 2024
in Seattle. Similarities and differences: This
tutorial focuses on a human-centric approach to
robust image understanding, making neural net-
works explainable, uncertainty-aware, and open to
human intervention. Our tutorial will also discuss
the robustness of LLMs, and provide a deeper ex-
ploration of ML robustness, thoroughly address-
ing both test-time and training-stage attacks, along
with advanced defense strategies.

• “Towards Adversarial Learning: from Evasion At-
tacks to Poisoning Attacks” at KDD 2022 in Wash-
ington, D.C. Similarities and differences: This
tutorial focuses on the vulnerabilities of conven-
tional deep neural networks (DNNs) to attacks at
both the test and training stages. By contrast, we
revisit machine learning robustness from the per-
spective of large-scale models, examining the vul-
nerabilities of foundation models and traditional
small-scale models in light of the current paradigm

shift.

• “Machine Learning Robustness, Fairness, and their
Convergence” in KDD 2021 held virtually. Sim-
ilarities and differences: This tutorial includes
a discussion of robust training for machine learn-
ing in image data besides discussing fairness and
training convergence. Nonetheless, this tutorial is
still based on image data and lacks a discussion of
adversarial attack methods.
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